Computing the Lyapunov spectrum of a dynamical system from an observed time series
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We examine the question of accurately determining, from an observed time series, the Lyapunov exponents for the dynamical system generating the data. This includes positive, zero, and some or all of the negative exponents. We show that even with very large data sets, it is clearly advantageous to use local neighborhood-to-neighborhood mappings with higher-order Taylor series, rather than just local linear maps as has been done previously. We give examples using up to fifth-order polynomials. We demonstrate this procedure on two familiar maps and two familiar flows: the Hénon and Ikeda maps of the plane to itself, the Lorenz system of three ordinary differential equations, and the Mackey-Glass delay differential equation. We stress the importance of maintaining two dimensions for converting the scalar data into time delay vectors: one is a global dimension to ensure proper unfolding of the attractor as a whole, and the other is a local dimension for capturing the local dynamics on the attractor. We show the effects of changing the local and global dimensions, changing the order of the mapping polynomial, and additive (measurement) noise. There will always be some limit to the number of exponents that can be accurately determined from a given finite data set. We discuss a method of determining this limit by numerically obtaining the singularity spectra of the data set and also show how it is often appropriate to make this choice based on the fractal dimension of the attractor. If excessively large dimensions are used, spurious exponents will be generated, and in some cases the accuracy of the true exponents will be affected. We present methods of identifying these spurious exponents by determining the Lyapunov direction vectors at particular points in the data set. We can then use these to identify numerical problems and to associate data-set singularities with particular exponents. The behavior of spurious exponents in the presence of noise is also investigated, and found to be different from that of the true exponents. These provide methods for identifying spurious exponents in the analysis of experimental data where the system dynamics may not be known a priori.

I. INTRODUCTION

Lyapunov exponents of dynamical systems are one of a number of invariants that characterize the attractors of the system in a fundamental way. They are independent of initial conditions on any orbit and, thus, are properties of the attractor geometry and the dynamics. Attractors can be thought of as a distribution of points in a phase, or state, space characterized by the density of points. It is known that all motions of the density are invariants of the evolution which moves points on the attractor forward in time. The Lyapunov exponents are singled out by their easy interpretation with regard to the stability of the dynamics and their connection with the metric or Kolmogorov-Sinai entropy of the system through the Pesin inequality.

The determination of Lyapunov exponents from known differential equations or maps is numerically subtle but reasonably straightforward in concept. They are determined by looking at some “fiducial” orbit \( w(k) \in \mathbb{R}^d \), \( k = 1, 2, \ldots, N \), in the phase space of the system, and observing the evolution of small deviations \( \delta w(k) \) from the fiducial orbit. For our discussion we will assume the dynamics is a map from \( \mathbb{R}^d \) to itself, which means we have discretized time in a flow, or have taken a Poincaré section of a flow, or are dealing with a map from the outset. If the orbit is taken to satisfy \( w(k+1) = f(w(k)) \), then a perturbation to the orbit satisfies

\[
\delta w(k+1) = Df(w(k))\delta w(k),
\]

where \( Df(w) \) is the \( d \times d \) Jacobian matrix evaluated along the fiducial orbit. If we take the product of these matrices for \( K \) steps along the orbit

\[
Df^K = Df(K) \cdots Df(1),
\]

where \( Df(K) = Df(w(K)) \), then the Oseledec multiplicative ergodic theorem says that the Lyapunov exponents are the logarithms of the eigenvalues of the matrix

\[
\lim_{K \to \infty} [(Df^K)^\dagger (Df^K)]^{1/2K},
\]

where \( \dagger \) signifies transpose. The only problem in implementing this comes from the ill-conditioned nature of the
matrices $Df^K$, but with care this can be handled. The Lyapunov exponents that come out of this procedure we will identify as $\lambda_i$ and always refer to in order of their numerical size: $\lambda_1 \geq \lambda_2 \geq \cdots$.

When dealing with experimental data, rather than known maps or flows, one has the initial problem of finding the analogue of $Df$. Once a good representation of this matrix is in hand, the numerical problems suggested above come to the fore. In measurements of experimental data one often has an accurate determination of only a single variable which represents the multivariate state of the system. There is a familiar technique known as phase-space reconstruction, originally suggested by Ruelle,\(^1\) for recapturing the multivariate state. It has become the tool of choice for recreating the vector phase space in which to capture the behavior of the dynamical system that produces the observed scalar time series. The method uses scalar measured data $x(n), n = 1, \ldots, N_D$, taken at times $t_n = t_0 + n\tau$, and converts it to vectors in a $d$-dimensional Euclidean space $\mathbb{R}^d$. Time delays are used to form $d$-dimensional vectors $y(n)$ from the $x(n)$ as

$$y(n) = [x(n), x(n + T), \ldots, x(n + (d - 1)T)]$$

(Refs. 1, 7, and 8). (We use the same lag for each component of the vector $y$, though this is not necessary.) Using the entire time series $x(n), n = 1, \ldots, N_D$, one can construct a total of $N = N_D - d$, $d$-dimensional vectors. As they evolve in $\mathbb{R}^d$ these vectors, $y(n), n = 1, \ldots, N$, define the attractor. This provides the fiducial trajectory for the analysis of Lyapunov exponents.

We will assume that the evolution of the $y(k)$ is given by some map or rule which takes $y(k) \rightarrow y(k + T_2)$ via $y(k + T_2) = F(y(k))$. $T_2$, the iteration step, may be chosen independently of $T$, and this choice may have a significant effect on the accuracy of the results. For each point $y(n)$ on the fiducial trajectory there are other nearby points in $\mathbb{R}^d$. “Nearby” is measured by some norm in $\mathbb{R}^d$. If we let $y'(n; 0)$ be the $r$th nearest neighbor to $y(n)$, then the work of Eckmann et al.\(^9\) (EKRC) for extracting the Lyapunov exponents from data involves determining local linear maps $DF(n)$, that map whole neighborhoods of small vectors

$$z'(n; 0) = y'(n; 0) - y(n)$$

into succeeding neighborhoods of small vectors

$$z'(n; T_2) = y'(n; T_2) - y(n + T_2).$$

In our notation $y'(n; k)$ is the position of the $r$th nearest neighbor to $y(n)$ after evolving forward to time $n + k$. Note that $y'(n; k) \neq y'(n + k; 0)$ because a new set of nearest neighbors is to be found at each time step. For the local neighborhood-to-neighborhood map we need the locations, after one time step, of the neighbors at the previous step. To determine the Lyapunov spectrum of the dynamical system, one calculates the eigenvalues of the matrix $(DF^K)^r DF^K$ where

$$DF^K = DF(K) \cdot DF(K - 1) \cdots DF(1)$$

and the dots represent matrix multiplication.\(^1\)

Our work begins where the EKRC paper ends. We have found\(^10\) by examining this method and that of others which utilize rather similar approaches\(^11,12,13\) that one can reliably determine only the largest Lyapunov exponent. The difficulty primarily arises from the fact that the attractor is a fractal structure which does not fill the phase space completely. Since all of the data points lie on the attractor, there will often be a lack of information about the behavior in certain directions which have more to do with transient decay than with the dynamics within the attractor itself. This can lead to gross inaccuracies in the determination of the Jacobian matrices $DF^K$. Inaccuracies in the individual $DF(k)$'s which comprise $DF^K$ are severely magnified by the ill-conditioned nature of $DF^K$. With careful analysis, and sufficiently accurate data, substantial improvements can be made in the determination of the Lyapunov spectrum. We shall demonstrate this quite explicitly in what follows.

In this paper we examine several questions related to highly accurate determination of the Lyapunov exponents. These include:

1. What improvements, if any, can be had by using higher-order local polynomial fits in the step-to-step mapping of small neighborhood intervals $z'(n; 0)$ to small neighborhood intervals $z'(n; T_2)$? The idea is that by determining more than just the linear term in the local neighborhood mapping, we can stabilize and make more accurate the evaluation of the term we want. Another way to look at our procedure is that we have separated the problem of mapping neighborhoods to neighborhoods from the problem of finding the Jacobian. By having a richer local map, we are able to spread the burden of mapping local neighborhoods to local neighborhoods over all terms in the polynomial. In this way we can achieve greater accuracy in determining the Jacobian.

2. What is the effect of data accuracy of Lyapunov exponents?

3. Under certain conditions (such as when the local dimension is made too large), there will be spurious exponents which are largely a numerical artifact—how can these be identified or avoided?

4. Can we accurately determine some of the negative Lyapunov exponents as well as any positive or zero exponents? Large negative exponents will cause the attractor to be “thin” in places, making the calculation of negative exponents difficult. (This thinness is often disguised to the naked eye by the global folding that is inherent in chaotic attractors.)

5. Are some of the Lyapunov exponents fundamentally more important to the dynamics within the attractor than other (more negative) exponents, thus making them more easily calculated and setting a natural cutoff point for the number of exponents to calculate in high-dimensional systems?

6. By what criteria may we choose the time intervals $T$ and $T_2$?

An outline of the rest of this paper is as follows: In Sec. II we present a detailed discussion of the methods we used in examining the questions posed above. In Sec. III we present the results of our numerical experiments on four familiar dynamical systems:

(i) The Hénon map of the plane\(^14\) to itself,
\[ x_1(n + 1) = 1 - ax_1(n)^2 + x_2(n), \]
\[ x_2(n + 1) = bx_1(n), \]

where \(a\) and \(b\) are given the standard values 1.4 and 0.3, respectively. For these parameters the accepted values for \(\lambda_1\) and \(\lambda_2\) are 0.408 and \(-1.62\), respectively. They satisfy \(\lambda_1 + \lambda_2 = \ln(b)\).

(ii) The Ikeda map of the complex \(z\) plane to itself,
\[ z(n + 1) = p + Bz(n) \exp\{i \kappa - i\alpha / [1 + |z(n)|^2]\}, \]

where \(p = 1.0, B = 0.9, \kappa = 0.4,\) and \(\alpha = 6.0.\) For these parameters we have calculated (using the map) that \(\lambda_1\) and \(\lambda_2\) are 0.503 and \(-0.719\), respectively. The Lyapunov exponents satisfy \(\lambda_1 + \lambda_2 = 2 \ln(B)\).

(iii) The Lorenz system of three ordinary differential equations,
\[ \frac{dx_1}{dt} = \sigma [x_2(t) - x_1(t)], \]
\[ \frac{dx_2}{dt} = -x_1(t)x_3(t) + rx_1(t) - x_2(t), \]
\[ \frac{dx_3}{dt} = x_1(t)x_2(t) - bx_3(t), \]

where we take \(\sigma = 16, b = 4,\) and \(r = 45.92.\) For these parameters the accepted values for the Lyapunov exponents \(\lambda_1, \lambda_2,\) and \(\lambda_3\) are 1.50, 0.00, and \(-22.5,\) respectively. The large negative exponent makes this system a particularly challenging test for our time-series method. The Lyapunov exponents satisfy the rule
\[ \lambda_1 + \lambda_2 + \lambda_3 = -\sigma - b - 1. \]

(iv) The time-delay equation of Mackey and Glass,
\[ \frac{dX}{dt} = \frac{aX(t - s) - bX(t)}{1 + [X(t - s)]^c}, \]

where we used \(a = 0.2, b = 0.1, c = 10.0,\) and \(s = 17.0.\) This system is infinite dimensional (because it is a time-delay equation) and, thus, has an infinite number of Lyapunov exponents. The first three exponents have approximately the following values: 0.006, 0.0, and \(-0.04\) (see Ref. 19, Fig. 10).

Our reasons for choosing this set of examples as our laboratory for analyzing Lyapunov exponents rest primarily on the fact they are all well studied, they exhibit low-dimensional chaos, and they represent a diverse set of phenomena. Other systems could, of course, be studied, but we have not done so. Section IV contains a summary and concluding remarks.

We end this section by noting that the answer to each of the items that will concern us in this paper is a positive one. We will demonstrate that when one works with clean data it is possible to determine the positive, zero, and one or more of the negative exponents. We will also show that the accuracy of the data matters a great deal. Inaccurate data is like noisy data, and the points in phase space are not properly located. This causes errors in the determination of the Jacobian matrices along an orbit and spoils one’s ability to evaluate the full spectrum of Lyapunov exponents.

Since the Lyapunov exponents act as classifiers of the dynamical system with clear physical meaning, the ability to capture them from data is useful in any circumstance. The programs to do this starting from measurements of a scalar variable in an experiment are part of our results. We have not reproduced these codes in the paper, but we will make them available to any reader who wishes them.

II. METHODS AND THEORETICAL SETTING

A. Scalar time series

As is the case with previous works on this subject, we will focus our attention on the simplest possible format for the data—namely, an observed sequence of real numbers \(x(n); n = 1, \ldots, N_D,\) taken at times \(t = t_0 = n \tau\) (\(\tau\) is the mean time between measurements). In addition, we may have some information regarding the intrinsic noise level or, alternatively, the number of significant digits of accuracy \(p.\) Except when the noise level or digits of accuracy is specifically stated, it may be assumed that the numerically generated data we analyze have at least eight digits of accuracy. The \(x(n)’s\) would probably be obtained by recording the value of \(x\) at periodic time intervals. Another possibility is that the data were obtained by Poincaré or stroboscopic section, i.e., one data point (or some fixed number of data points) is taken during each oscillatory cycle of the dynamical system according to some rule. Often, the maximum value of the variable is recorded each cycle. This is a good choice since the derivative is passing through zero and, therefore, there should be less measurement error. Since the system is presumably in a chaotic state, the time intervals between consecutive data points on the Poincaré section may not be constant. For our work we assume that the time series is long: \(N_D >> 1.\)

We use the familiar time-lag method to construct a \(d\)-dimensional Euclidean space in which to reconstruct the dynamics of the system. \(^7,8\) From the \(x(n)’s\) we make \(d\)-dimensional vectors \(y(n),\)
\[ y(n) = [x(n), x(n + T), \ldots, x(n + (d - 1)T)], \]

where \(T\) is fixed. The vectors \(y(n), n = 1, \ldots, N,\) evolve on an attractor that represents the dynamics of the physical system in question. Time evolution on the attractor is given by \(y(n) \rightarrow y(n + 1).\) The calculation of Lyapunov exponents requires an estimation of the mapping from the neighborhood of one vector to the neighborhood of a subsequent vector with a specified time increment \(T_2\) between these two vectors, i.e., \(y(n) \rightarrow y(n + T_2).\) This second increment \(T_2\) is often chosen to be equal to the first, \(T.\) In general, however, this is a poor choice for reasons we will discuss presently.

For data obtained by measurements at fixed time intervals, there will often be a zero exponent in the Lyapunov spectrum. (This must occur when the dynamical system under observation is described by a set of ordinary differential equations.) The zero exponent corresponds to displacements along the orbit. However, for Poincaré
sectioned data, there can be no displacement in this direction, and thus the zero exponent will not be present. Ac-quiring data on a surface of section is not a trivial exer-cise for experimentalists. One must be very careful to avoid fluctuations in the sectioning data. Fluctuations are equivalent to errors and will disrupt the values of all of the calculated exponents.

B. Local and global dimensions

In our analysis we identify two dimensions for converting the scalar data into time-delay vectors. The first di-mension we call the global dimension \( d_G \). We call the second dimension the local dimension \( d_L \).

The global dimension is often called the embedding di-mension. It must be chosen large enough so that conversion of the scalar data set, \( x(n) \), into \( d_G \)-dimensional vec-tors \( y(n) \), constitutes an embedding. In the generic case a formal result due to Måne and Takens\(^{8,7} \) says that if \( d_G \) is the dimension of the attractor, then a sufficient condition on \( d_G \) is given by

\[
d_G > 2d_a. \tag{5}
\]

If \( d_G \) is not chosen large enough, then the attractor (in the time-delay representation) will be folded in such a way that it crosses itself in certain places. Under these circumstances a "small" neighborhood in the crossover region would contain points from disparate portions of the attractor. Now, imagine choosing a point in the crossover region and calculating its nearest neighbors in this \( d_G \)-dimensional space. When neighbors are de-missed by their displacement (\( d_G \)-dimensional Euclidean norm), there will be no way of distinguishing the two disparate parts of the attractor. Hence two points could be considered "neighbors" when they are actually on op-posite sides of the attractor. More formally, the time-delay representation in \( d_G \) dimensions would not be diffeomorphic to the original attractor. In general, the self-intersections will have dimension \( 2d_a - d_G \), and all self-intersections can be avoided by the sufficiency condition, Eq. (5).

This is illustrated in Fig. 1 where we show the mapping of a one-dimensional object (\( d_a = 1 \)) in three-, two-, and one-dimensional spaces. The top illustrates a successful embedding of the object into \( d_G = 3 \) dimensions. We have avoided all self-intersections. The middle illustrates an attempt to embed the object into \( d_G = 2 \) dimensions. Notice that the region where the attractor intersects itself has been reduced to a discrete set of points. Finally, we attempt to embed the data into \( d_G = 1 \). For this situation the attractor is folded onto itself over its entire length, and the regions of intersection are line segments.

The local dimension \( d_L \) is the number of dimensions necessary to capture the geometry of a small neighbor-hood of the attractor \( a_f \) has been successfully embed-ded (that is, in the time-lag representation the \( R^{d_G} \)-dimensional vector \( y(n) \) evolve on an attractor that is diffeomorphic to the original attractor). The example shown in Fig. 1 is an attractor that is properly embedded in \( R^{d_G} \), where \( d_G = 3 \). However, the dynamics takes place on a one-dimensional subsurface of \( R^3 \). In other words, in any small neighborhood of the attractor, the attractor itself (and hence the dynamics) is one dimensional and \( d_L = 1 \).

The distinction between local and global dimensions is important in time-series analysis. For example, the Lorenz system described in Sec. I represents an attractor whose dimension \( d_a \) is slightly larger than 2. Hence, the attractor has a local dimension of \( d_L = 3 \) (the next integer greater than \( d_a \)). For this system it is known that the global dimension for embedding scalar data is also \( d_G = 3 \). The Lorenz equations represent a system where the sufficient condition given by Eq. (5) is not a necessary condition. This is not always the case. For example, the Ikeda map was originally derived as a relationship be-tween the incoming and outgoing complex amplitudes in a laser cavity.\(^{15} \) Therefore, one knows that its local di-mension is \( d_L = 2 \), corresponding to the real and imag-i-nary part of a complex phase. Yet some time-series rep-re-sentations require \( d_G = 4 \) to unfold the attractor (cf. Sec. III). This results in the dynamics evolving on a two-di-mensional subsurface of a four-dimensional Euclidean space. In Sec. III we present results where we exploit the difference between local and global dimensions.

There are a variety of methods available for determining \( d_G \), the global dimension for embedding the data. Perhaps the best-known method involves the Grassberger-Procaccia correlation integral.\(^{20} \) This is the method we have used when calculating the results we present in Sec. III. Determining the local dimension \( d_L \) from data is a much more difficult issue. As we have mentioned above, there are some examples (Ikeda being one of them) where the dimension of the underlying dy-
namics is known, *a priori*. For these cases, just set $d_L$ equal to that value. Or one may have knowledge of the dimension of the attractor, $d_a$. In that case $d_L$ can be set to the next higher integer,

$$d_a \leq d_L < d_a + 1.$$  \hspace{1cm} (6)

To determine $d_L$ by this method we do not need the precise value of the attractor fractal dimension $d_a$; we only need know what the next larger integer is.

Our approach to determining an appropriate cutoff value for the number of exponents can be related to the Lyapunov dimension. The idea that there is a strong connection between the values of the Lyapunov exponents and the fractal dimension was originally explored by Kaplan and Yorke,\textsuperscript{21,22} who introduced the concept of the Lyapunov dimension. This dimension measure, whose value is believed to be at least close, if not equal, to values obtained for dimension by other methods, has some important implications for determining Lyapunov exponents from a time series. The Lyapunov dimension is found as follows: Find the maximum number $k$ of the Lyapunov exponents that can be added together before the sum $\sum_{m=1}^{k} \lambda_m$ becomes negative. The Lyapunov dimension is defined by

$$D_L = k + \frac{\sum_{m=1}^{k} \lambda_m}{-\lambda_{k+1}}.$$  \hspace{1cm} (7)

Thus the dimension is determined by only a finite number of the exponents and does not depend on exponents beyond the $(k+1)$st. This strongly suggests that the first $k+1$ exponents must, in some sense, be fundamentally important to the character of the attractor. Exponents which are beyond $k+1$ are of lesser significance and their influence may tend to diminish as we look at the structure of the attractor on smaller and smaller scales. The attractor has a space-filling character along the first $k$ Lyapunov directions and a fractal character along the $(k+1)$st direction. If any of the first $k$ exponents are negative, they are of insufficient strength to promote the formation of fractal structure, since they cannot overcome the rate of volume expansion achieved by the positive exponents. Only when we add the $(k+1)$st Lyapunov direction to our observation does the evolution become dissipative, having a net rate of volume decrease so that collapse onto a fractal is possible. Displacements in additional directions will decay more rapidly because the corresponding exponents are more negative than the $(k+1)$st and may become unimportant at sufficiently small scales. This suggests both that these additional Lyapunov exponents will be harder to determine from data on the attractor and also that they are of less interest in terms of understanding the nature of the attractor. If one takes this point of view, then the “appropriate” choice for $d$ is the integer that satisfies Eq. (6).

**C. Taylor series**

The difficulty in determining the negative exponents from a time series comes primarily from the fact that the attractor is often very “thin” at many locations in the directions associated with certain negative Lyapunov exponents. This occurs when the contraction rate per (approximate) cycle is very large. In theory one could always examine the data in such a small local neighborhood that this thinness would not be apparent, but in practice this would often require many orders of magnitude more data points than are obtainable. In addition, studying the data on such a fine scale will increase errors due to noise.

On the other hand, consider the behavior of a neighborhood of data points that is large compared to the thickness of the attractor yet small compared to the size of the whole attractor. In general, the data points will lie close to some curved subsurface within the local neighborhood, as is illustrated in Fig. 2. This curvature can cause severe problems for a linear mapping, as it attempts to represent correctly the true local mapping.

One solution to these problems is to go to a nonlinear mapping such as the Taylor-series expansion we use in this paper. The idea is to increase the order of the expansion to the point where a curved surface of that order can follow the curvature of the local data points quite closely. The tradeoff in this method is that the number of terms in a multidimensional Taylor expansion increases quite rapidly with the order. Therefore, given a fixed amount of data, the size of the local neighborhood required to unambiguously perform the fitting must increase. Because of this, there may be an optimal order of expansion beyond which the results begin to deteriorate.

One way to determine the appropriate order is simply to look at how accurately the calculated map fits the data. If the rms error in the fitting decreases as the order increases, then the increase in order was an improvement, while if the error increases it is a sign that going to higher order is not improving the result. Another attractive method for deciding how many terms in the Taylor expansion should be used is the minimum description length principle which evaluates the minimum code length required to capture both the description of the data and the cost of the parameters.\textsuperscript{23}

![FIG. 2. Local neighborhood in 2D for a data set that is nearly singular in one direction. Illustrates data "curvature" which can be the source of severe errors in the calculation of Jacobian matrices when a strictly linear analysis is undertaken.](image-url)
In general, it is often a good idea to keep track of any large errors that may occur at only a few points in the calculation. Such behavior is an indication that there may be "bad points" in particular neighborhoods of the attractor. We can loosely define bad points as those that are outside statistical norms and exercise large influence in the local fits to the data. Examples are outliers and points of high leverage. One can try to eliminate these by changing the global dimension, or by reducing the order of the expansion so that the neighborhoods become smaller, or by increasing the number of data points used in the analysis. Finally, if all else fails, it may be statistically acceptable to eliminate these points by hand. For an excellent discussion of the issue of determining and eliminating bad points, we recommend Ref. 23.

D. Choice of the delay time $T$

In principle, any choice of the delay time $T$ is acceptable in the limit of an infinite amount of data. In the more likely event of a finite amount of data, the choice of $T$ is of considerable practical importance in trying to reconstruct the attractor that represents the dynamical system that generated the data. One method used by previous researchers is to choose $T$ to be some fraction of the autocorrelation time of the $x(n)$'s. This choice of delay time was also chosen as the evolution time $T_2$. As we will discuss later, this choice of $T_2$ meant that the linear map of near neighbors at time $n$ to near neighbors at time $n + T_2$ ($\tau = 1$) has a particularly simple form. For reasons we discuss in Sec. II, this simple form is not a large advantage. Thus we do not recommend always setting $T = T_2$. For some of the results we present, we used an information theoretic method developed by Fraser and Swinney based on work by Shaw and others. The method yields the best time-lag representation of the attractor on which the vectors $y(n)$ evolve. As a brief illustration of our use of their results, we digress to a case where the evolution vectors are two dimensional. In this case all the evolution vectors are of the form

$$y(n) = (x(n), x(n + T)).$$

We begin by recalling the definition of average mutual information and reviewing the meaning of this measurement on the data set. The average mutual information between two sets of measurements $A$ and $B$—for us the measurements of $x(n)$ and the measurements of $x(n + T)$—is defined as follows. Let $A$ be the ensemble of values $x(n)$ that are the first components of the evolution vectors $y(n)$. Thus

$$A = \{x(n) : n = 1, \ldots, N\}.$$

We will let $a$ denote an arbitrary element of $A$. Similarly, let $B$ be the ensemble of values that are the second components of the evolution vectors $y(n)$. Thus,

$$B = \{x(n + T) : n = 1, \ldots, N\}.$$

We will let $b$ denote an arbitrary element of $B$. Ensembles are sets associated with a probability distribution. Let $P_A(a)$ denote the probability of choosing $a$ when making a selection from set $A$ [the $x(n)$'s]. Likewise, $P_B(b)$ is the probability of choosing $b$ when making a selection from set $B$ [the $x(n + T)$'s]. The distributions $P_A$ and $P_B$ are completely determined by the time series $x(n)$ and $x(n + T)$.

Finally, we turn to the set of time-delayed evolution vectors $y(n) : n = 1, \ldots, N$. Imagine choosing a vector $Y$ from the set of evolution vectors $y(n) : n = 1, \ldots, N$. The joint probability distribution $P_{A,B}(a,b)$ is the probability of getting $a$ as the first component and $b$ as the second component of $Y$. We emphasize that the joint probability distribution is a statement about the likelihood of a vector $(a,b)$ appearing in our set of evolution vectors. In the presence of noise [here represented by our having only $p$ significant digits in each measurement of the $x(n)$] a particular numerical value may correspond to many different $x(n)$'s. A similar statement can be made concerning the $x(n + T)$'s.

The method evaluates the average mutual information $I(T)$ between the measurements of elements of the ensembles $A$ and $B$ as a function of the lag $T$. This average mutual information is defined by

$$I(T) = \sum_{a \in A} \sum_{b \in B} P_{A,B}(a,b) \log_2 \left( \frac{P_{A,B}(a,b)}{P_A(a)P_B(b)} \right). \quad (8)$$

It is a quantitative measure of the amount (in bits) one learns about the measurements $B$ from measurements $A$. In other words, $I(T)$ is a measurement of how much one knows about the numerical value of the second component of an evolution vector $y$ when one knows the numerical value of the first component. $I(T)$ is symmetric in $A$ and $B$, and it is positive semidefinite, vanishing only when the ensembles $A$ and $B$ are independent. (In that case, $P_{A,B}$ factorizes into the product of $P_A$ and $P_B$.)

We use the average mutual information as a prescription that makes $T$ not too small and not too large. If $T$ is too small, then $x(n)$ and $x(n + T)$ would be basically the same measurement. If $T$ is too large, then $x(n)$ and $x(n + T)$ are random with respect to each other. We take $T$ to be the value that yields the first local minimum of $I(T)$. By choosing $T$ in this manner, we insure that the second components of the evolution vectors contain as much new information as possible about the attractor when compared to the first component.

For some of the results in Sec. III we have performed the calculation indicated by Eq. (8) and determined $T$ in the manner stated. Since $T$ must be a multiple of the observation sampling time $\tau$, we choose $T$ to be the multiple of $\tau$ that corresponds to the first local minimum of $I(T)$. We then used this value of $T$ for the time delay between each component of the vectors $y$. We realize that this choice is not fully justified when $d > 2$. To be absolutely correct, we should evaluate the average mutual information between $d$ components of the vectors $y$. This process has been described by Fraser. The amount of data required to do this correctly can be prohibitively large ($10^6$ or more). Although we could generate that much data using numerical integration, we feel that it would not be
representative of typical experimental situation. Thus, such a procedure would work against our desire to remain as faithful as possible to the analysis of experimental systems.

E. Generation of higher-order mappings

We now turn to the procedure we use to map small displacements around our orbit \( y(n), z'(n; 0) \), into small displacements near the next time step \( z'(n; T_2) \). We begin by considering the map which evolves \( y \) forward by time \( T_2 \),

\[
y(n + T_2) = F(y(n)).
\]

If \( y'(n; 0) \) is the \( r \)th nearest neighbor to \( y(n) \), then in our time step, \( T_2 \), the vector distance from \( y'(n; 0) \) to \( y(n) \) becomes

\[
z'(n; T_2) = y'(n; T_2) - y(n + T_2)
\]

\[
= F(y(n) + z'(n; 0)) - F(y(n)),
\]

where we have used the definition

\[
z'(n; 0) = y'(n; 0) - y(n).
\]

Let \( z'_a(n; k) \) be the \( r \)th component of \( z'(n; k) \). Expanding \( F \) in a Taylor series about the fiducial orbit \( y(n) \), we find

\[
z'_a(n; T_2) = DF_{a
\[\text{hy}(n)]z'_b(n; 0) + \cdots, (9)
\]

where

\[
DF_{a
\[\text{hy}(n)] = \frac{\partial F_{a}}{\partial y_{\beta}}},
\]

\[
DF_{a
\[\text{hy}(n)] = (1/2!)\frac{\partial^2 F_{a}}{\partial y_{\beta}\partial y_{\gamma}},
\]

etc., and all terms are evaluated along the orbit \( y(n) \). (Repeated indices are summed over.)

The Jacobian of the underlying dynamics is the first term on the right-hand side of Eq. (9), \( DF_{a
\[\text{hy}(n)] \). Earlier workers on this subject truncated Eq. (9) at this linear term. They then sought to determine numerically the best \( d \times d \) matrix, \( DF_{a
\[\text{hy}(n)] \), that satisfies

\[
z'(n; T_2) = DF_{a
\[\text{hy}(n)]z'_b(n; 0). (10)
\]

This approach places a twofold burden on the Jacobian \( DF \). On the one hand, it must yield the correct Lyapunov exponents (cf. Sec. I) while, on the other hand, it must map \( z'(n; 0) \) into \( z'(n; T_2) \). It is this latter burden we will remove from \( DF \), asking only that it yield the correct Lyapunov exponents. The accurate determination of the local Jacobians is especially important for our study since inaccuracies in them are magnified by the ill-conditioned nature of the final matrix \( DF \) whose eigenvalues we seek.

A chaotic attractor is defined as having at least one positive Lyapunov exponent and one negative Lyapunov exponent. The Lyapunov exponents come from the eigenvalues of \( DF \) iterated along the fiducial orbit. In Sec. I we noted that this Jacobian product will be ill conditioned. For ill-conditioned matrices small changes in the elements can produce large changes in the spectrum of eigenvalues. By truncating Eq. (9) at the first term, one may introduce small changes in the elements of \( DF_{a
\[\text{hy}(n)] \) that would not appear were one to retain the higher-order terms. For example, suppose one were trying to fit a mapping of \( z'(n; 0) \) into \( z'(n; T_2) \) using only \( DF \) when in fact \( F \) is cubic in \( y \). Such an \( F \) would indicate that Eq. (9) has nonzero terms \( DF_{a
\[\text{hy}(n)] \). In an effort to compensate for the missing terms, a truncated Eq. (9) would force \( DF \) to change some of its values. This may lead to large changes in the calculated Lyapunov exponents.

This discussion provides the basic motivation for the work reported in this paper. We have examined the effects of retaining terms up to fifth order in \( z'(n; 0) \). We will determine the parameters \( DF_{d1}, DF_{d2}, \) etc., via a least-squares fit. It can be shown that the minimum number of parameters \( N_\text{p} \) needed for Taylor series of order \( N_{\text{Tay}} \) is given by

\[
N_p = \frac{N_{\text{Tay}}}{\prod_{k=1}^{d+k} k} - 1,
\]

which grows rather rapidly with \( N_{\text{Tay}} \) and \( d \). \( N_p \) is also the minimum number of neighbors required to calculate values for the fitting parameters in the expansion. (Using less than \( N_p \) neighbors would result in an underdetermined least-squares fit.) We use at least twice this number of neighbors in our least-squares fit of the residuals in Eq. (9).

We introduce our procedure by using the EKRC (Ref. 9) method as an illustration. They truncated Eq. (9) at first order,

\[
z'(n; T_2) = DF_{a
\[\text{hy}(n)]z'_b(n; 0) . (11)
\]

Examining individual components of the \( z \)'s, we find that they can be written as

\[
z'_a(n; 0) = x(n, + (\alpha - 1)T) - x(n + (\alpha - 1)T)
\]

and

\[
z'_a(n; T_2) = x(n + T_2 + (\alpha - 1)T) - x(n + T_2 + (\alpha - 1)T) .
\]

In this notation \( n_\alpha \) is the \( n \) value associated with the \( r \)th nearest neighbor to \( y(n) \). For the special case \( T = \tau = T_2 \), we note that

\[
z'_a(n; T_2) = z'_a(n; 0)
\]

for \( \alpha = 1, 2, \ldots, d - 1 \). This permits us to write the Jacobian in the form

\[
DF = \begin{bmatrix}
0 & 1 & 0 & 0 & \cdots & 0 \\
0 & 0 & 1 & 0 & \cdots & 0 \\
\vdots & & & & & \\
0 & 0 & 0 & 0 & \cdots & 1 \\
DF_{d1} & DF_{d2} & DF_{d3} & DF_{d4} & \cdots & DF_{d\alpha}
\end{bmatrix}, (12)
\]

where \( DF_{d1}, \ldots, DF_{d\alpha} \) are to be determined.

We determine \( DF_{d1}, \ldots, DF_{d\alpha} \) (the \( d \)th row of \( DF \)) by a least-squares fit. The equation to be fitted is Eq. (11) which for this special case reduces to
\[ z_\alpha'(n; T_2) = D F_{\alpha \beta} z_\beta'(n; T_2) . \]

Since there are \( d \) unknown elements of the matrix \( D F \), we need at least \( d \) nearest neighbors for the fitting. If we use less than \( d \), the problem will be underdetermined. Let \( N_b \) be the number of neighbors actually used in the least-squares fitting procedure.

We now define a total of \( d \) \( (\alpha = 1, \ldots, d) \), \( N_b \)-dimensional vectors \( V^\alpha \) by \( V^\alpha_r = z_\alpha'(n; T_2) \) for \( r = 1, \ldots, N_b \), the least-squares fitting of Eq. (11) can be written as

\[
\begin{bmatrix}
V^1_1 \\
V^2_1 \\
\vdots \\
V^\alpha_1 \\
\vdots \\
V^\alpha_{N_b}
\end{bmatrix}
= \begin{bmatrix}
z_1(n; 0) & z_1'(n; 0) & \cdots & z_d'(n; 0) \\
z_2(n; 0) & z_2'(n; 0) & \cdots & z_d'(n; 0) \\
\vdots & \vdots & \ddots & \vdots \\
z_{N_b}(n; 0) & z_{N_b}'(n; 0) & \cdots & z_d'(n; 0)
\end{bmatrix}
\begin{bmatrix}
D F_{\alpha 1} \\
D F_{\alpha 2} \\
\vdots \\
D F_{\alpha d}
\end{bmatrix},
\]

(13)

For the special case \( T = \tau = T_2 \), one only need consider \( \alpha = d \); however, for the general case we would need to solve Eq. (13) for \( \alpha = 1, \ldots, d \).

In keeping with the standard notation in the literature we will let \( \bar{X} \) denote the \( N_b \times d \) matrix connecting \( V \) to \( D F \). The solution to the least-squares problem reduces to inverting this matrix \( \bar{X} \). The advantage of writing the problem in this manner appears when \( T \neq \tau \). Under these conditions every row of \( D F \) in Eq. (11) is undetermined. Without the special form of \( D F \) given by Eq. (12), we must solve Eq. (13) a total of \( d \) times, once for each value of \( \alpha = 1, \ldots, d \). The vector \( V^\alpha \) changes for each row of \( D F \) but the matrix \( \bar{X} \) remains unchanged. The computationally intensive part of the least-squares fit is the inversion of \( \bar{X} \) which is only performed once. Hence the extra work involved in the least-squares fit for \( T \neq \tau \) is negligible. For this reason we do not recommend using \( T = T_2 \) for the general case.

For higher-order Taylor-series representations of the local-neighborhood-to-local-neighborhood map, the procedure is similar. As an example, consider the case of truncating Eq. (9) at second order. The resulting equation is

\[ z_\alpha'(n; T_2) = D F_{\alpha \beta} z_\beta'(n; 0) + D F^{(2)}_{\alpha \beta \gamma} z_\beta'(n; 0) z_\gamma'(n; 0) . \]

Defining \( V^\alpha \), \( B^\alpha \), and \( \bar{X} \) as

\[
\begin{align*}
V^\alpha &= \begin{bmatrix}
z_1'(n; T_2) \\
z_2'(n; T_2) \\
\vdots \\
z_{N_b}'(n; T_2)
\end{bmatrix}, \\
B^\alpha &= \begin{bmatrix}
D F_{\alpha 1}(n) \\
D F_{\alpha 2}(n) \\
\vdots \\
D F_{\alpha d}(n)
\end{bmatrix}, \\
\bar{X} &= \begin{bmatrix}
z_1'(n; 0) & \cdots & z_1'(n; 0) & z_1'(n; 0) z_1'(n; 0) & \cdots & z_d'(n; 0) z_1'(n; 0) \\
z_2'(n; 0) & \cdots & z_2'(n; 0) & z_2'(n; 0) z_2'(n; 0) & \cdots & z_d'(n; 0) z_2'(n; 0) \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
z_{N_b}'(n; 0) & \cdots & z_{N_b}'(n; 0) & z_{N_b}'(n; 0) z_{N_b}'(n; 0) & \cdots & z_d'(n; 0) z_{N_b}'(n; 0)
\end{bmatrix}
\end{align*}
\]

(14)

then once again the least-squares fitting problem reduces to solving \( V^\alpha = \bar{X} B^\alpha \) for known vectors \( V^\alpha \) and fixed matrix \( \bar{X} \). By taking advantage of the fact that

\[ z_\alpha'(n; 0) z_\beta'(n; 0) = z_\beta'(n; 0) z_\alpha'(n; 0) , \]

we have avoided some double counting in our formulation of \( \bar{X} \).

To calculate the Lyapunov exponents from the \( D F \)'s we use the QR decomposition technique discussed by EKRC. The method recursively defines an orthogonal matrix \( Q(k) \) and an upper triangular matrix \( R(k) \), \( k = 1, \ldots, K \), via

\[ D F(m + 1) \cdot Q(m) = Q(m + 1) \cdot R(m + 1) , \]
where \( Q(0) = I \) is the \( d \times d \) identity matrix. The Lyapunov exponents are given by

\[
T_2 K_i = \lim_{K \to \infty} \frac{1}{K} \sum_{k=1}^{K} \ln R_y(k), \quad i = 1, 2, \ldots, d
\]

(15)

with \( T_2 \) taking its original dimensional value.

A couple of refinements to Eq. (15) are worth noting. First, there will be an initial transient regime that can be omitted from the sum by going from \( k = k_0 \) to \( k = K + k_0 \) where \( k_0 \) might typically be chosen to be about 100. Second, with the addition of each successive value of \( \ln R_y \) the value of the calculated exponents will fluctuate somewhat. This “end effect” can be greatly reduced by windowing the \( \ln R_y \) values by multiplying them by a function that goes smoothly to zero at the end points. The Hanning window

\[
[1 - \cos(2\pi(k - k_0)/K)]
\]

seems to work quite well for this purpose.

F. Spurious exponents and data singularity

By increasing \( d \), the dimension of the evolution vectors used in the calculation, one increases the number of exponents generated. If the original system producing the data has a phase space of dimension \( d_{\text{orig}} \) and \( d > d_{\text{orig}} \), then at least \( d - d_{\text{orig}} \) of these exponents must be numerical artifacts. There are two competing mechanisms by which the numerical values of the spurious exponents may be generated.

First, as noted by EKRC,\(^9\) nonlinear terms in the dynamical system that originally generated the data (or terms of higher order than the polynomial being used to fit the data) cause the data to have more curvature than can be represented by the fitted map. If the noise in the data is sufficiently low, this extra curvature will be noticed. The fitted mapping will adjust its terms in an effort to compensate for this curvature. For highly accurate data, this tends to produce Lyapunov exponents whose numerical values are even larger than the largest true exponent of the system (cf. Sec. III).

As an example of the second mechanism, consider data from the three-dimensional Lorenz system with \( d = 6 \)-dimensional reconstructed evolution vectors. The system has three spurious directions. Noise will cause the data to appear to have local displacements into the spurious directions. This typically results in the generation of negative parasitic exponents with finite numerical value. In general, both mechanisms can be at work simultaneously.

It may be possible to choose an optimal value of \( d \) using the information theoretic methods of Abarbanel and Kadtke\(^{24}\) and avoid the worry expressed in this subsection. However, as shown in Ref. 28, the sampling rate may not always allow this luxury. In that case, and perhaps in general as a double check on one's work, it is important to take additional steps to determine which of the exponents are likely to be spurious and what degree of confidence we should have in the remaining values calculated. The simplest and probably best thing to do is to examine the data set for singularities (thin directions). In linear approximation, this is optimally accomplished using the singular value decomposition (SVD) of the local sample covariance matrix of the displacements of all of the neighbors of a given point \( y(n) \) on the attractor.\(^{29}\)

This matrix is given in terms of our \( z' \),

\[
R = \frac{1}{N_b} \sum_{n=1}^{N_b} z(n) z'(n)\]

The square root of the smallest singular value gives the rms displacement of the data set in the thinnest direction. Projecting out this direction, the data can be examined in a \( d - 1 \)-dimensional subspace. Then, the next smallest singular value corresponds to the thickness in this subspace, etc. This procedure is not very satisfactory for the type of data set we expect to encounter. The curvature of the data set may artificially induce a thickness that is

![FIG. 3. The average mutual information \( I(T) \) for the Hénon map. It is a characteristic of data that are inherently a map that the average mutual information has no minimum.](image1)

![FIG. 4. The average mutual information \( I(T) \) for the Lorenz system; the sampling time is \( \tau = 0.02 \). We choose the first minimum at \( T \approx 0.1 \) as the time lag for the phase-space reconstruction (Ref. 26).](image2)
TABLE I. The Lyapunov exponents for the Hénon map.
These were computed in a local dimension of 2 from data with four digits of accuracy. In this table we show the effects of varying the order of the local polynomial fit to the neighborhood-to-neighborhood map. Global dimension \( d_g = 2 \). Correct values are \( \lambda_1 = 0.408, \lambda_2 = -1.62 \).

<table>
<thead>
<tr>
<th>Order of polynomial</th>
<th>( \lambda_1 )</th>
<th>( \lambda_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>0.43451</td>
<td>-1.5849</td>
</tr>
<tr>
<td>Quadratic</td>
<td>0.44707</td>
<td>-1.5096</td>
</tr>
<tr>
<td>Cubic</td>
<td>0.44685</td>
<td>-1.5486</td>
</tr>
<tr>
<td>Quartic</td>
<td>0.45142</td>
<td>-1.4679</td>
</tr>
</tbody>
</table>

significantly greater than the deviation of the data from a properly chosen curved surface.

There are a variety of ways of attempting to refine this singularity measurement. One method that works well in most cases is this: First, obtain an estimate of the most singular direction using SVD as previously described. Next, the coordinates are rotated so that this singular direction corresponds to one of the axes. Now express the small displacements along the singular direction as a function of the other coordinates, such as a Taylor expansion up to a certain order. The rms error in the fit is then an estimate of the data thickness and the linear part of the expansion coefficients is a correction to the singular direction. This procedure may be iterated to improve the fit and is usually convergent except when the data is highly singular in multiple directions. After finding the most singular direction, one can go on to analyze the remaining coordinates and identify the next most singular direction and so on, until a complete set of singular values and orthogonal singular directions has been identified.

In addition to obtaining the Lyapunov exponents, one can also obtain the direction vectors \( L_i \) associated with these exponents. These directions will be different at every location on the attractor but cannot be calculated locally as they are associated with the Lyapunov exponents which are a global property of the attractor. The \( L_i \) are defined by the requirement that a small displacement along any one of these directions followed forward in time will expand or contract on average at the rate given by the corresponding exponent and if followed backward in time will do so by the inverse rate. To calculate these vectors, we start by examining the "Q matrix" obtained at each step by the method of EKRC. At each step the Jacobian matrix \( DF \) is multiplied by the previous \( Q \) matrix and the product \( DF \cdot Q \) is then decomposed into a new orthogonal \( \tilde{Q} \) matrix and an upper (or right) triangular matrix \( \tilde{R} \).

\[
DF \cdot Q_{\text{old}} = \tilde{Q}_{\text{new}} \cdot \tilde{R}
\]

One then finds that the product of all the \( DF \) matrices is given by the last \( Q \) matrix times the product of all of the \( \tilde{R} \) matrices \( \tilde{R}^F \), which is also upper triangular. To find the direction \( L_1 \) associated with the largest exponent, we note that except for certain very special directions, an arbitrary initial displacement vector is expected upon repeated iteration to align itself with the desired direction. We can choose our arbitrary vector to be \( (1,0,0,0,\ldots) \) since there is no reason to assume that this direction is in any way special. Then we find that this vector evolves to \( R_1^F Q_1 \), where \( Q_1 \) is the first column vector of the final \( Q \) matrix. So \( Q_1 = L_1 \). (Note: the reader should not be worried that this result is not so obvious for other choices of the initial vector. They also work out because \( R^F \) is highly singular; it is "top heavy," i.e., the elements of the top row are much larger than the second row, etc.) Now consider an arbitrary initial plane which we could choose to be all points of the form \( (a,b,0,0,0,\ldots) \). We expect this to align itself, upon repeated iteration, with the plane defined by the first two Lyapunov direction vectors. Since \( R^F \) is upper triangular, we find that the resultant points all lie in the plane defined by \( Q_1 \) and \( Q_2 \). Thus we know that \( L_2 \) lies in this plane. All of the \( Q \) vectors are

FIG. 5. The phase portrait for the Ikeda map.
ORTHOGONAL, WHILE THE L VECTORS ARE NOT. SIMILARLY, IT IS FOUND THAT L₃ LIES SOMEWHERE IN THE Q₁, Q₂, Q₃, THREESPACE, ETC.

AFTER STARTUP TRANSIENTS HAVE DIED AWAY, THE Q MATRIX DEPENDS ONLY ON THE PRESENT LOCATION ON THE ATTRACTOR AND NOT ON EXACTLY HOW MANY PREVIOUS CALCULATION STEPS WERE USED TO GET THERE. THIS INDEPENDENCE IS BASICALLY A RESULT OF THE MULTIPlicative ERGODIC THEOREM OF OSELEDEC.² ALSO THIS EXPLAINS WHY IT IS ADVANTAGEOUS TO INITIAlIZE THIS MATRIX BY TAKING A SIGNIFICANT NUMBER OF INITIAL STEPS BEFORE TAKING CONTRIBUTIONS FROM THE R MATRICES TOWARDS EVALUATION OF THE LYAPUNOV EXPONENTS.

IT IS USEFUL TO EXAMINE THE "THICKNESS" OF THE DATA SET IN THE Qᵢ DIRECTIONS. THIS CAN BE DONE BY TRYING TO FIT THE POINTS TO A SUBSPACE OF DIMENSION D−1, CURVED TO THE DESIRED ORDER, WHICH IS TANGENT AT THE ORIGIN TO ALL BUT ONE OF THE Q VECTORS. THIS IS A STRAIGHTFORWARD LEAST-SQUARES PROBLEM AND THE RMS ERROR OF FIT GIVES A MEASURE OF THE THICKNESS. IF ONE DIRECTION IS KNOWN TO BE SIGNIFICANTLY MORE SINGULAR THAN ALL OTHERS, THEN THIS WILL USUALLY BE NEARLY COLLINEAR WITH THE LAST Q VECTOR. IF NOT, THIS IS POSSIBLY A SIGN THAT THIS DIRECTION IS TOO SINGULAR AND THE CALCULATION IS GENERATING A SPURIOUS EXPONENT.

TO OBTAIN THE ACTUAL Lᵢ AT A GIVEN LOCATION ON THE ATTRACTOR, IT IS NECESSARY TO HAVE INFORMATION ABOUT THE DYNAMICS A LONG TIME INTO THE FUTURE AS WELL AS THE PAST. FOR EXAMPLE, THE LAST L VECTOR IS THAT SPECIAL DIRECTION THAT CONTINUES TO EVOLVE AT THE RATE GOVERNED BY THE MOST NEGATIVE EXPONENT AS IT IS FOLLOWED INTO THE FUTURE. WE CAN OBTAIN ENOUGH INFORMATION TO CALCULATE ALL OF THE L VECTORS BY STUDYING THE REVERSE AS WELL AS THE FORWARD DYNAMICS OF THE SYSTEM. TO DO THIS, WE SIMPLY INVERT THE DF MATRICES (DO NOT RECALCULATE THEM FROM THE REVERSED DATA SET IN CASE OF ERRORS OR SINGULARITIES INVOLVED IN THEIR CALCULATION) AND USE THESE TO OBTAIN THE REVERSE Q MATRICES Qᵣ. WE MUST BE FAR ENOUGH FROM BOTH ENDS OF THE CALCULATION SO THAT TRANSIENTS HAVE DIED OUT IN BOTH Q AND Qᵣ.

FIG. 6. AN ATTEMPT TO RECONSTRUCT THE PHASE PORTRAIT OF THE IKEDA MAP IN D₀ = 2. THE LACK OF A ONE-TO-ONE PROJECTION OF THE ATTRACTOR ONTO THE [X(N), X(N + 1)] PLANE IS CLEAR TO THE EYE. THIS AND THE CORRELATION FUNCTION DATA BELOW INDICATE THAT ONE SHOULD USE GLOBAL DIMENSION D₀ > 2.

FIG. 7. THE GRASSBERGER-PROCAZZIA CORRELATION FUNCTION FOR THE IKEDA MAP FOR GLOBAL DIMENSIONS D₀ = 1.2, . . . , 7. FROM THE SLOPE WE OBTAIN D₀ ≈ 1.8. IT SEEMS CLEAR THAT THE CORRELATION FUNCTION CHANGES SLIGHTLY AT THE LOW AND HIGH ENDS UNTIL DIMENSION 3 OR 4, INDICATING THAT D₀ = 2 IS NOT A GOOD GLOBAL DIMENSION.

TABLE III. THE LYAPUNOV EXPONENTS FOR THE IKEDA MAP. IN THE FIRST PART OF THE TABLE THESE WERE CALCULATED USING D₀ = 2 AND D₀ = 2, SHOWING RESULTS THAT DEPART STRONGLY FROM THE TRUE VALUES λ₁ ≈ 0.503 AND λ₂ ≈ −0.719. INCREASING D₀ TO 4 IN THE SECOND PART OF THE TABLE, WE ELIMINATE THE SELF-INTERACTIONS OF THE ATTRACTOR AND NOW OBTAIN ACCEPTABLY ACCURATE RESULTS FOR THE TWO EXPONENTS. CORRECT VALUES ARE λ₁ ≈ 0.503, λ₂ ≈ −0.719.

<table>
<thead>
<tr>
<th>Order of fit</th>
<th>D₀ = 2</th>
<th>D₀ = 2</th>
<th>D₀ = 2, D₀ = 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>0.6104</td>
<td>−0.2358</td>
<td>0.5085</td>
</tr>
<tr>
<td>Quadratic</td>
<td>0.5348</td>
<td>−0.3779</td>
<td>0.5050</td>
</tr>
<tr>
<td>Cubic</td>
<td>0.5649</td>
<td>−0.4260</td>
<td>0.5123</td>
</tr>
<tr>
<td>Quartic</td>
<td>0.5912</td>
<td>−0.4881</td>
<td>0.5056</td>
</tr>
<tr>
<td>Quintic</td>
<td>0.6047</td>
<td>−0.4588</td>
<td>0.5115</td>
</tr>
</tbody>
</table>
TABLE IV. The Lyapunov exponents for the Ikeda map. These were computed with \( d = d_x = d_y = 4 \), with data that has five digits of accuracy. In this table we vary the order of the local polynomial fit of the neighborhood-to-neighborhood map and show its effect on the two legitimate and two spurious exponents. We notice that the spurious positive exponent decays as the order of the polynomial fit is increased. For fourth-order fits the spurious exponents appear as \( \lambda_2 \) and \( \lambda_3 \). Correct values are \( \lambda_1 = 0.503, \lambda_2 = -0.719 \).

<table>
<thead>
<tr>
<th>Order of polynomial</th>
<th>( \lambda_1 )</th>
<th>( \lambda_2 )</th>
<th>( \lambda_3 )</th>
<th>( \lambda_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>0.879 59</td>
<td>0.469 44</td>
<td>-0.680 81</td>
<td>-1.159 6</td>
</tr>
<tr>
<td>Quadratic</td>
<td>0.495 44</td>
<td>0.019 259</td>
<td>-0.611 09</td>
<td>-0.809 87</td>
</tr>
<tr>
<td>Cubic</td>
<td>0.495 97</td>
<td>-0.194 15</td>
<td>-0.652 624</td>
<td>-0.769 63</td>
</tr>
<tr>
<td>Quartic</td>
<td>0.503 54</td>
<td>-0.154 18</td>
<td>-0.627 12</td>
<td>-0.788 07</td>
</tr>
</tbody>
</table>

the data thickness in the \( L_i \) directions in the same fashion as was done for the \( Q_i \). The results of this will be reported in Sec. III.

The validity of the calculated \( L_i \) vectors can be checked by using them to recalculate the Lyapunov exponents. These are now completely separated and can be obtained by observing the local stretching or contraction of the mapping along each of the \( L_i \) directions and averaging the logarithms of these over a large number of steps. This works quite well, but does not appear to give any improvement over the original calculation of the exponents.

Once it is clear that a given direction in the data set is nearly singular, there are several approaches that can be taken to deal with the situation:

1. Carry through the calculation and attempt to identify the spurious exponent at the conclusion of the calculation.
2. Reduce the value of \( d \).
3. Attempt to "null out" the singular direction by making all of the row vectors of the \( DF \) matrices orthogonal to the local singular direction(s). This forces the spurious exponent(s) to go to minus infinity.
4. One can project data onto a lower-dimensional space (of the correct dimension) in such a way as to optimize display of the nonsingular directions.

III. RESULTS OF NUMERICAL EXPERIMENTS

A. Time lags and Lyapunov exponents

In this section we present the results of our numerical experiments on the dynamical systems enumerated in Sec. I. For each of the systems we numerically generated a time series as follows:

The Hénon and Ikeda systems are maps of the plane into itself. We chose initial conditions \((0.25, 0.25)\) for the Hénon map and \((0.1, 0.1)\) for the Ikeda map. We then iterated these initial conditions forward in time using double precision. In each case we discarded the first 50 iterates of the map as representing transients before recording the data. Finally, we recorded 11,000 \( x_1 \) coordinates for the Hénon map and 21,000 values of the real part of \( z \) for the Ikeda map.

The Lorenz system is composed of three ordinary differential equations. It was numerically integrated forward in time by using fourth-order Runge-Kutta integration and double precision. We used two values for the sampling rate \( \tau \): one was 0.02, while the other was 0.05. For the sampling rate 0.02 the initial conditions were \((17.83, 12.34, 10.32)\). After a few hundred steps to avoid transients, we recorded 60,000 and 20,000 values of \( x_1 \), respectively, for the two data sets.

The Mackey-Glass equation is a delay differential equa-

TABLE V. The Lyapunov exponents for the Ikeda map. The embedding and local dimension are the same as in the previous table; however, we have retained eight digits of accuracy. Notice that the negative Lyapunov exponent is determined to greater accuracy than the previous case. But the spurious positive exponent does not decay as fast as in the previous case. Correct values are \( \lambda_1 = 0.503, \lambda_2 = -0.719 \).

<table>
<thead>
<tr>
<th>Order of polynomial</th>
<th>( \lambda_1 )</th>
<th>( \lambda_2 )</th>
<th>( \lambda_3 )</th>
<th>( \lambda_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>0.921 79</td>
<td>0.471 99</td>
<td>-0.672 51</td>
<td>-1.149 99</td>
</tr>
<tr>
<td>Quadratic</td>
<td>1.520 5</td>
<td>0.487 59</td>
<td>-0.587 14</td>
<td>-0.801 99</td>
</tr>
<tr>
<td>Cubic</td>
<td>0.648 34</td>
<td>0.424 11</td>
<td>-0.579 30</td>
<td>-0.739 51</td>
</tr>
<tr>
<td>Quartic</td>
<td>0.611 81</td>
<td>0.308 23</td>
<td>-0.601 21</td>
<td>-0.722 02</td>
</tr>
</tbody>
</table>
TABLE VI. In this table we display the Lyapunov exponents for the Lorenz system computed from 50,000 data points evaluated with a sampling time $\tau = T_2 = 0.02$ and a time delay $T = 5T_2 = 0.1$. The data have five digits of accuracy and are analyzed using $d = d_1 = d_2 = 3$ for varying orders of the polynomial fit to the neighborhood-to-neighborhood map. Correct values are $\lambda_1 = 1.51, \lambda_2 = 0.0, \lambda_3 = -22.5$.

<table>
<thead>
<tr>
<th>Order of polynomial</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$\lambda_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>1.4504</td>
<td>-0.0057123</td>
<td>-13.999</td>
</tr>
<tr>
<td>Quadratic</td>
<td>1.5027</td>
<td>-0.046041</td>
<td>-19.448</td>
</tr>
<tr>
<td>Cubic</td>
<td>1.5121</td>
<td>0.0069614</td>
<td>-22.925</td>
</tr>
<tr>
<td>Quartic</td>
<td>1.5561</td>
<td>0.032219</td>
<td>-23.465</td>
</tr>
</tbody>
</table>

Figure 3 shows the type of behavior common to data that are associated with maps. Each * indicates a choice of $T$ and the corresponding value of $I(T)$. The figure shows a monotonic decrease in $I(T)$ with $T$. Systems known to be flows and whose data yield this type of mutual information behavior can be explained by analogy with a Poincaré surface of section. Each point of the surface of section would represent an iterate of the map. Thus, by considering points on such a surface of section, one can model a flow via a map. Under these conditions each iterate of the map represents a large temporal evolution of the dynamics. For data that are inherently best modeled by a map, we used $T = 5T_2 = 1$.

TABLE VII. In this table we display the Lyapunov exponents for the Lorenz system computed from 20,000 data points evaluated with a sampling time $\tau = 0.05$ and a time delay $T = T_2 = 2\tau = 0.1$. The data have nine plus digits of accuracy and are analyzed using $d = d_L = 3$ and $d_G = 7$ for mapping orders 1 through 5.

<table>
<thead>
<tr>
<th>Order of polynomial</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$\lambda_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>1.549</td>
<td>-0.09470</td>
<td>-14.31</td>
</tr>
<tr>
<td>Quadratic</td>
<td>1.519</td>
<td>-0.02647</td>
<td>-20.26</td>
</tr>
<tr>
<td>Cubic</td>
<td>1.505</td>
<td>-0.005695</td>
<td>-22.59</td>
</tr>
<tr>
<td>Quartic</td>
<td>1.502</td>
<td>-0.002847</td>
<td>-22.63</td>
</tr>
<tr>
<td>Quintic</td>
<td>1.502</td>
<td>-0.000387</td>
<td>-22.40</td>
</tr>
</tbody>
</table>

avoid problems due to finite sample size. Yet at the same time we wanted to restrict $N_D$ to sizes comparable to a large range of experimental situations. We think that our choices satisfy these two opposing goals, but it is well worth further study of the effects of the size of data sets on the evaluation of Lyapunov exponents.

As stated in Sec. II, the first part of the analysis of the time series is to determine the time lag $T$ for the reconstruction. To assist in making this determination, we calculated the average mutual information function, Eq. (8), for the first three systems on our list. In this paper we report the result of this for the first and third systems. We are fortunate to have been provided with public domain C programs written by A. M. Fraser that accomplish this task. For the Hénon map we used an ensemble size of $2^{13} = 8192$. For the Ikeda map we used $2^{15} = 32,768$ points, and for the Lorenz equation we used $2^{15} = 32,768$ points. The results of our investigations on $I(T)$ are shown in Figs. 3 and 4.

Figure 4 shows the type of behavior common to data that are associated with flows. Again, each * indicates a choice of $T$ and the corresponding value of $I(T)$. The individual choices for $T$ are of the form $T = m \tau$ for increasing $m$. This is necessary since the only measurements available for the ensemble are the ones taken with a fixed sampling rate $\tau$. The mutual information $I(T)$ demonstrates a monotonic behavior overlaying a smooth monotonic curve. For data that are inherently best modeled by flows, we have chosen $T$ to be the first local minimum of $I$. For the Lorenz system this is at $T = 0.1$.

For all of our test cases we examined least-squares fits to the data up to and including fourth or fifth order. Our own experience as well as that of others indicates that one should use at least twice the minimum number of nearest neighbors ($N_{\text{g}} = 2N_{\text{p}}$) in a least-squares fit. We used a $k$-d tree to minimize the time required to find nearest neighbors. For our purpose we used the Euclidean norm, although other norms are possible. The $k$-d tree method of finding nearest neighbors requires $[O(\log(N))]$ time to compute.

As we stated above (cf. Sec. II), the least-squares fitting reduces to solve $V^a = X^b$ for known $V^a$ and $X$. The inversion of $X$ was accomplished using the QR algorithm without pivoting recommended in the LINPACK Users’ Guide. This process is by far the most time-consuming part of the calculation. The matrix $X$ is $N_p \times N_{\text{g}}/2$. Even for moderate $d$, third- and fourth-order fitting produces...
large $X$ matrices. At present we can think of no way to avoid this problem. Finally, the matrix inversion problem is sensitive to roundoff errors. We believe that this is due to the ill-conditioned matrices that one is inverting. To avoid as much of this problem as possible, we ran our Lyapunov exponent programs in double precision on a 32-bit machine. Thus, although the data inserted into the programs contained only $p$ digits of accuracy ($p \leq 9$), the matrix calculations carried a higher accuracy.

The reader will notice that Eq. (15) is defined only in the limit as $K \to \infty$. Obviously we can only choose some value of $K$ that we trust is large enough to yield a consistent result. We based our choice on the following criteria: Since we know the true evolution equations, we can calculate the exact Jacobian at each time step. We perform a QR decomposition on the Jacobian and determine what value of $K$ yields consistent results. We settled on $K = 1000$, 3000, and 5000 for the first three systems introduced in Sec. I. These values are much larger than necessary. Part of our rationale in their section was to avoid problems associated with small $K$. Of course, an experimentalist would not be able to do this. A common method for determining $K$ for experimental data is to calculate the power spectrum and find the largest relevant frequency. This yields an extremely rough estimate of a dominant time scale in the problem. Not surprisingly, we recommend performing the calculation for values of $K$ that are several hundred or several thousand times the time associated with this line. Then repeat the calculation using $2K$ Jacobians and look for convergence of the exponents calculated at $K$ and $2K$.

When performing our numerical experiments, we used two approaches to calculating Lyapunov exponents. The two approaches are intimately related to the local and global dimensions $d_L$ and $d_G$, defined in Sec. II.

Under one approach the evolution vectors $y(n)$ are of dimension $d = d_L < d_G$. The reconstruction is thus not globally diffeomorphic to the attractor that represents the true dynamics. However, we believe that the $y$’s do capture the local dynamics of the attractor. We generate these evolution vectors by first embedding (via time delays) the data into $d_G$ dimensions for the purpose of calculating nearest neighbors. Having found the nearest neighbors to a particular $y(n)$ in the $d_G$-dimensional Euclidean space, we project down onto a $d_L$-dimensional subspace by eliminating all components of the $y$’s beyond the first $d_L$. All subsequent calculations are performed in $d = d_L$ dimensions and $d_L$ Lyapunov exponents are produced. This method is useful if, for example, one has a priori knowledge of the dynamics that generated the original data set or an unambiguous value for the dimension of the attractor. (See our discussion on local and global dimensions in Sec. II.)

Under the other approach the evolution vectors $y(n)$ are of dimension $d = d_G$. Therefore, the $y$’s evolve on an attractor that is diffeomorphic to the attractor that represents the true dynamics. Nearest neighbors to a particular $y(n)$ are found in a $d_G$-dimensional Euclidean space and all calculations are performed in that space. The method produces $d = d_G$ Lyapunov exponents. This approach is useful when subsequent calculations involving the attractor require a global embedding—for example, if one wishes to perform constrained predictions of temporal evolution on the attractor (cf. Sec. IV and Ref. 10). It is also an appropriate choice in the absence of a priori knowledge concerning underlying dynamical equations.

We have results on the Lyapunov exponent for Eqs. (1)–(4) as well as results on the attractor thicknesses for Eqs. (3) and (4). First, we discuss results for the Hénon map. For this example we did not investigate the difference between local and global dimensions. All of our calculations were performed in $\mathbb{R}^d$ where $d = d_G$. The Hénon map is naturally two dimensional. Indeed, since $x_2(n)$ is just proportional to $x_1(n - 1)$, the two vectors

$$y(n) = [x_1(n), x_1(n + 1)]$$

TABLE VIII. The Lyapunov exponents for the Lorenz system. These were computed using a local cubic neighborhood-to-neighborhood map using six digits of accuracy in the data. For all cases the local and global dimensions were equal ($d = d_L = d_G$). The data have sampling time $T_s = \tau = 0.02$ and time lag $T = 0.1$; 50,000 points were used in the calculations. Correct values are $\lambda_1 = 1.51$, $\lambda_3 = 0.0$, $\lambda_5 = -22.5$.

<table>
<thead>
<tr>
<th>$d_G$</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$\lambda_3$</th>
<th>$\lambda_4$</th>
<th>$\lambda_5$</th>
<th>$\lambda_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1.5169</td>
<td>-0.007994</td>
<td>-23.093</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.5375</td>
<td>-0.070352</td>
<td>-22.147</td>
<td>-108.21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.5631</td>
<td>-0.015467</td>
<td>-21.600</td>
<td>-77.403</td>
<td>-114.83</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1.6123</td>
<td>0.009517</td>
<td>-21.340</td>
<td>-60.057</td>
<td>-80.231</td>
<td>-115.50</td>
</tr>
</tbody>
</table>

TABLE IX. The Lyapunov exponents for the Mackey-Glass equation obtained from 20,000 data points. We used $d_L = 3$ and $d_G = 7$ to minimize self-intersection of the attractor. The order of the local mappings was increased from 1 to 4, $T_s = \tau = 2\pi = 10$. Correct values are $\lambda_1 = 0.006$, $\lambda_2 = 0.0$, $\lambda_3 = -0.04$. $x \{y\}$ represents $x \times 10^{-y}$.

<table>
<thead>
<tr>
<th>Order of fit</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$\lambda_3$</th>
</tr>
</thead>
</table>
are just a rotation of the original phase space. The accepted values of the Lyapunov exponents for this system are \( \lambda_1 = 0.418 \) and \( \lambda_2 = -1.62 \). Table I shows the calculation of the Lyapunov exponents in \( d = d_G = 2 \) for linear through quartic local polynomials for the neighborhood-to-neighborhood mapping; each entry has \( p = 4 \) digits of accuracy in the data. For all of our cases we control the number of digits by rounding off the data after \( p \) significant digits. This is a very crude approximation of noise but it is convenient for our purposes. We also examined the effect of keeping more significant digits. Unlike subsequent cases, we found no significant differences in the values of the calculated Lyapunov exponents for \( 4 < p \leq 9 \). Table II shows a different cut on the data. Here we see the Lyapunov exponents resulting from a cubic local map using \( p = 6 \) for dimensions \( d = d_G = 1, \ldots, 6 \). As indicated above, the result of having too large a local dimension (for this experiment \( d_L = d_G \)) is to produce spurious negative exponents.

The Ikeda map is an excellent example of a system for which the use of separate local and global dimensions is important. Comparison of the attractor in the original phase space (Fig. 5) with the two-dimensional time-delay reconstruction (Fig. 6) clearly shows the self-intersection effect which was discussed previously. Since knowledge of the fractal dimension is useful for deciding on the values of \( d_L \) and \( d_G \), we plot the Grassberger-Procaccia correlation integral for embedding dimensions \( d_G = 1 \) through 7 as seen in Fig. 7. From the slope we see that the fractal dimension is \( d_a \approx 1.8 \). The fact that the slope of the linear portions of the curves continues to change slightly past a global dimension of \( d_G = 2 \) is a result of the self-intersection of the attractor. On this basis, and also from Eq. (5), we would choose \( d_G \) to be at least 3 and preferably 4. An appropriate value for the local dimension is \( d_L = 2 \), which agrees with the suggested value of Eq. (6) and also can be obtained by our method of data singularity analysis. (Calculation of the fractal dimension \( d_a \) and/or the embedding dimension \( d_G \) of an attractor using this method requires large data sets and has slow convergence. We have confidence in the value \( d_a \) stated because it is relatively far away from 2.0 as well as the fact that we have some a priori knowledge that the answer must be less than 2. In practice this method of determining the local dimension \( d_L \) may not yield unambiguous answers.) In Table III we show the results obtained when using the incorrect values \( d = d_G = d_L = 2 \) and compare with those obtained with \( d_G = 4 \) and \( d = d_L = 2 \). The correct values are approximately \( \lambda_1 = 0.503 \) and \( \lambda_2 = -0.719 \).

If both the local and global dimensions are set equal to 4 \( (d = d_L = d_G = 4) \), the overlap problem is eliminated but we have to deal with two spurious exponents as shown in Table IV. We notice that for the linear polynomial fits a spurious positive exponent appears. However, as the order of the polynomial fit increases past 2, this spurious positive exponent disappears. Also, the value generated for the negative Lyapunov exponent is more accurately

<table>
<thead>
<tr>
<th>Order of fit</th>
<th>( S_1 )</th>
<th>( S_2 )</th>
<th>( S_3 )</th>
<th>( S_4 )</th>
<th>( S_5 )</th>
</tr>
</thead>
</table>

TABLE XI. Singular thickness values for the Mackey-Glass equations, for 20,000 data points using \( d_L = 3 \), \( d_G = 7 \), and \( T_G = T = 2\tau = 10 \). 250 neighbors for each point on the fiducial orbit were used. Note that \( S_1 \) and \( S_2 \) continue to drop as the order is increased, indicating that a good choice for \( d_L \) would be 3 (since three values stabilized). \( x \{ y \} \) represents \( x \times 10^{-y} \).
TABLE XII. Lyapunov exponents and thicknesses of the attractor along the corresponding Lyapunov direction vectors for the Lorenz system. The calculation was done with 20,000 data points using \( d_L = 4 \) and \( d_G = 7 \) so that there is one spurious exponent. For second and above, the spurious exponent separates from the true ones and can be identified by its extremely small thickness value.

<table>
<thead>
<tr>
<th>Order of polynomial fit</th>
<th>Lyapunov exponents</th>
<th>Thicknesses</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ( \lambda_1 = 1.936 )</td>
<td>( \lambda_2 = 0.8019 )</td>
<td>( \lambda_3 = -1.1137 )</td>
</tr>
<tr>
<td>( \theta_1 = 0.4666 )</td>
<td>( \theta_2 = 1.083 )</td>
<td>( \theta_3 = 1.111 )</td>
</tr>
<tr>
<td>( \lambda_4 = -0.6559 )</td>
<td>( \lambda_5 = -20.57 )</td>
<td>( \lambda_6 = -22.77 )</td>
</tr>
<tr>
<td>2 ( \lambda_1 = 4.364 )</td>
<td>( \lambda_2 = -0.00256 )</td>
<td>( \lambda_3 = -0.00055 )</td>
</tr>
<tr>
<td>( \theta_1 = 0.4116 )</td>
<td>( \theta_2 = 0.4539 )</td>
<td>( \theta_3 = 0.00116 )</td>
</tr>
<tr>
<td>3 ( \lambda_1 = 18.04 )</td>
<td>( \lambda_2 = 1.502 )</td>
<td>( \lambda_3 = -0.00484 )</td>
</tr>
<tr>
<td>( \theta_1 = 1.889[7] )</td>
<td>( \theta_2 = 0.0910 )</td>
<td>( \theta_3 = 2.7[4] )</td>
</tr>
<tr>
<td>4 ( \lambda_1 = 26.96 )</td>
<td>( \lambda_2 = 1.503 )</td>
<td>( \lambda_3 = -0.00484 )</td>
</tr>
<tr>
<td>( \theta_1 = 2.46[10] )</td>
<td>( \theta_2 = 0.0656 )</td>
<td>( \theta_3 = 5.57[5] )</td>
</tr>
</tbody>
</table>

The advantage of higher-order polynomial fits is clearly demonstrated. For this table the number of significant digits is \( p = 5 \). In Table V we see that the value calculated for the negative Lyapunov exponent moves closer to the correct value as the accuracy of the data increases. In this table the number of significant digits is \( p = 8 \). This improvement is offset by the fact that the spurious positive exponent decays much more slowly than in Table IV. We believe that the value calculated for the positive exponent will eventually decay to the correct value as one increases the order of the polynomial fit beyond fourth order. The result would be two spurious negative exponents (cf. Sec. II). Recall that negative exponents are necessary to contract the \( d_G \)-dimensional phase space onto the \( d_L = 1.8 \)-dimensional attractor. The Ikeda map is a nice test of the effects of higher polynomial fits since the exponential in Eq. (2) indicates that any fit of finite order will not be able to completely capture the dynamics.

From the results so far the reader may not be very impressed as to the value of going to higher-order fittings, as the linear results do not look too bad for the two maps we have studied. As we will see, the results for flows can be much more impressive. We move now to the Lorenz system, for which the accepted values of the Lyapunov exponents are \( \lambda_1 = 1.50, \lambda_2 = 0.0, \) and \( \lambda_3 = -22.5 \). In the case of data from the Lorenz equations we have two slightly different settings for the evolution time lag \( T_z \) and dimensions. One of our choices uses an evolution time lag of \( T_z = 0.10 \) while our other choice is \( T_z = 0.02 \). As a last issue before presenting our results, we remind the reader that data for the Lorenz equations can be globally embedded in \( d_G = 3 \) dimensions, and the local dimension of the Lorenz attractor is \( d_L = 3 \).

In Table VI we have calculated the Lyapunov exponents for data with \( \tau = 0.02 \) and an embedding time, \( T = 0.10 \). A total of 50,000 data vectors, \( y \) were used in the calculation, and we retained \( p = 5 \) digits of accuracy. The order of the polynomial fits ranged from 1 to 4, and we use dimensions \( d = d_L = d_G = 3 \). In Table VII we have calculated the Lyapunov exponents for data with \( \tau = 0.05 \) and \( T = T_z = 0.10 \). 20,000 points were used in the data set and the order of the polynomial ranges from 1 to 5. The data in Table VII is accurate to at least nine digits. Our choices for dimensions differed from those used in Table VI. Here we used a local dimension of \( d = d_L = 3 \) and a global dimension of \( d_G = 7 \). As the reader will observe, from Tables VI and VII, the negative exponent is very difficult to obtain. Yet, we see it dramatically snapping into place as we increase the order of polynomial fit to 3 and above. Also, note the improvement in accuracy of the zero exponent as the accuracy of the data is increased. As one can see, accuracy of the data is very important (unlike the Hénon map). Finally, in Table VIII we have the same Lorenz data as in Table VI but now show the \( \lambda \)'s for dimensions \( d = d_L = d_G = 3, \ldots, 6 \) for a cubic polynomial fit and \( p = 6 \) digits of accuracy. In this case the spurious exponents all are highly negative as shown. The large negative exponents will cause the \( d_G \)-dimensional phase space to collapse rapidly onto the attractor. It is our conjecture that the theoretically correct values of these spurious exponents are minus infinity. The presence of noise (although small) gives width to an attractor that is actually singular in the spurious \( d \rightarrow 3 \) directions. This small width results in finite values for the spurious Lyapunov exponents.

We show results for the Mackey-Glass equation in Table IX. For the parameters used the dimension of the attractor is known to be \( d_L \approx 2.15 \). We chose to calculate three Lyapunov exponents in this case, both because this is the choice indicated by Eq. (6) and because of the singularity results described in Sec. III.B. Thus \( d = d_L = 3 \). The sufficient condition implied by Eq. (5) suggested that we set the global embedding dimension to \( d_G = 7 \). There are, of course, an infinite number of Lyapunov exponents for this system, but we only have enough information to accurately calculate the most significant three of these. The accepted values for the three Lyapunov exponents are \( \lambda_1 = 0.006, \lambda_2 = 0.0, \) and \( \lambda_3 = -0.04 \). The time delays used to reconstruct the attractor were \( T = T = 2 \tau = 10 \). Our results do not converge as rapidly as they did in the Lorenz case, probably due to the highly convoluted nature of this attractor. However, the values of the calculated exponents are reasonably consistent as we increase the order of our po-
lynomial fits to 3 and above. Furthermore, the results are in good agreement with previously calculated values.

B. Attractor thickness and spurious exponents

As discussed earlier, one method of deciding on the value for the local dimension \( d \) is by a singularity analysis of the data points in one or more small local neighborhoods. In Table X we show how the measurement of the data thickness improves as the order of the fitting is increased when using data from the Lorenz system. For the Lyapunov data shown, the dimension of the original system is 3 but the scalar data set is being converted to five dimensional vectors. As a result, the two extra dimensions must be highly singular, with data thickness limited by the intrinsic noise level which is very small for this numerically generated data. Thus the first two singular values decrease dramatically as the order is increased. The Lorenz attractor is very thin in places. This is demonstrated by the third singular value, which is a factor of 100 thinner than the final two values and has essentially converged after taking the fitting to second order. Since the third value is significantly higher than the first two, it can be assumed to be well above the intrinsic noise level and thus we would choose \( d = 3 \) as a result of this analysis.

In Table XI we show data from the Mackey-Glass equation. For the parameters used, the attractor has dimension of about 2.15. We have reconstructed the data in a five-dimensional space. Here, none of the singular thickness values drop off as rapidly as the first two of the Lorenz system (even though the dimension of the attractors is about the same). This is due, in large part, to the fact that the system that generated this data has an infinite-dimensional phase space while the Lorenz system has a three-dimensional space. Hence, the Lorenz system is exactly singular in the extra dimensions. Nevertheless, the first two values have dropped off sufficiently to indicate that it would be inadvisable to try and obtain more than three Lyapunov exponents for these parameter settings.

In order to be able to include additional exponents, we need to compare the additional singular thickness values to the level of stochastic noise known to be in the data. If comparable in size, the exponent will be difficult to obtain. We may also compare the rms fitting error of our calculated map to the minimum thickness of the iterated data point set. If it is smaller, then there is a good chance that the calculation will produce a meaningful result.

In Table XII we analyze the Lorenz equations with a local dimension \( d = 4 \), which we know must generate at least one spurious exponent. When using a second-order fitting to our local map, Eq. (9), the results are poor for all of the Lyapunov exponents, and the Lyapunov vectors \( L_x \) and \( L_y \) are found to be nearly collinear. Increasing the polynomial fitting to third order, we find that the last three exponents are very close to the true exponents, while the first is 10 times larger than the value of the largest exponent. In this case there was no significant collinearity of the \( L_x \). The spurious nature of \( L_x \) can readily be identified by examining the local data thickness \( \theta_1 \) in the \( L_1 \) direction, which is over five orders of magnitude smaller than the thickness \( \theta_2 \) for \( L_2 \). A positive exponent should not exhibit any significant "thinness," while some thinness for the negative exponents is to be expected as exhibited here by \( \theta_4 \).

C. Direct effects of noise on the Lyapunov spectrum

Although we have shown that it is possible to include singular directions in the calculation and later identify the questionable positive exponents, the presence of relatively small amounts of noise makes this more difficult. This is illustrated in Figs. 8 and 9 for the Lorenz system. We have added Gaussian white noise to the data points with the indicated standard deviation. In Fig. 8 we have used \( d_L = 3 \), while in Fig. 9 we used \( d_L = 4 \), which will give us one spurious exponent. In both cases we used a third-order expansion for the local mappings. The spurious exponent in Fig. 9 changes wildly as the added noise is increased, going from +19 (much higher than the actual largest exponent of 1.5) down to -6. This behavior is in fact another way of identifying a spurious exponent in extremely accurate data. While we can identify the spurious exponent in the \( d_L = 4 \) case, the values of the other three exponents are significantly more noise resistant when the calculation is carried out in \( d_L = 3 \). For this reason, it is prudent to add singular dimensions to the calculation one at a time and observe the effect on the values obtained at the previous step.

The wild behavior of the spurious exponents gives substance to the idea that working with a local dimension larger than needed is a very unwelcome situation in a noisy environment. Since the nondynamical components of the vectors \( y(n) \) are totally dominated by noise, while the dynamical components are just contaminated, we would expect any perceived dynamics in a di-

![FIG. 8. The effect of external noise on the determination of Lyapunov exponents for the Lorenz system. In this figure the local dimension is \( d_L = 3 \). On the horizontal axis is the \( \log_{10} \) of \( R \) which equals the noise level divided by the signal level.](image-url)
mension above the minimum allowed to be completely unreliable.

Noise will also affect the data singularity measurements. As one would expect, the data thickness measures will not dip below the noise floor. Generally, if the dimension is increased sufficiently, the most singular directions will have thicknesses governed by the intrinsic noise level. Singular thickness values that tend to converge to a level that is above the noise level should correspond to meaningful exponents in the analysis. For meaningful results one must therefore reduce the value \( d \) until the most singular thickness level remaining is significantly higher than this baseline.

IV. SUMMARY AND CONCLUSIONS

In this paper we have addressed several questions related to the determination of the full spectrum of Lyapunov exponents for time-series data representing observations of a dynamical system:

(i) Can we relieve the Jacobian from the dual task of taking neighborhoods to neighborhoods accurately and giving precise values for the Lyapunov exponents by employing higher-order terms in the local map? What additional analytical power comes from using a local polynomial map for the evolution of neighborhoods in reconstructed phase space instead of the local linear maps used in the past?\(^9,11\text{--}13\)

(ii) What can we say about the effects of accuracy of the data or, equivalently, noise in the observation on our ability to determine the Lyapunov exponents of the system?

(iii) What methods can we use for determining whether the Lyapunov exponents are actually representative of the dynamics or are artifacts of our having reconstructed the data in too large a space?

(iv) The Ikeda map is a system where the embedding dimension \( d_G \) necessary to reconstruct the attractor is larger than the number of original dynamical dimensions \( d_{\text{orig}} \). For these situations, what interpretation can be placed on the \( d_G - d_{\text{orig}} \) spurious Lyapunov exponents?

Our answers to these questions are contained in the set of tables and the figures in this paper. Basically, we have a positive answer to each of the questions. We have shown the utility of higher-order (rather than linear) local maps from neighborhood to neighborhood in reconstructed phase space. The linear term (the Jacobian) is all that is needed for the determination of the Lyapunov exponents through Oseledec’s multiplicative ergodic theorem.\(^1,2\) In our examples, when one includes cubic or higher terms in the local polynomial map, the evaluation of the linear term settles down to a stable and accurate value. This is because the higher-order mapping is able to deal correctly with the local curvature of the data set. The tables make it quite evident that one can, in the low-dimensional cases considered and by extrapolation to few-dimensional attractors with confidence, determine the full set of Lyapunov exponents (or at least all those which are strongly involved in the dynamics within the attractor) from time-series data alone.

The accuracy of the data is also critical! The values of negative exponents in “thin” directions of the data set start to become affected when the noise level goes above about 10% of the thickness of the data set in the associated Lyapunov direction. We have demonstrated this in two ways: (1) We kept data accurate only to 1, 2, or up to 9 significant figures and (2) we explicitly added Gaussian white noise to the “clean” data.

On the third issue we have presented two slightly different ways to test the reality of the Lyapunov exponents determined from the observed data. We have shown here in the case of both the Lorenz system and the Mackey-Glass equation that evaluating the “thickness” of the singular directions in the local space provides strong evidence of spurious versus realistic exponents. When the exponent is spurious and positive, we should see a very thin extent of the attractor in the eigendirection associated with the exponent. A thick extent of the attractor is associated with a realistic positive exponent as significant stretching of orbits occurs in these directions. Our examples show clearly that one can, indeed, distinguish the two cases.

There are situations, such as prediction,\(^10\) where one is required to work in a reconstructed phase space of dimension \( d_G > d_{\text{orig}} \). In these situations there will be \( d_G - d_{\text{orig}} \) spurious exponents. For the cases shown in the figures and tables these spurious exponents are usually negative. (The few examples of a positive exponent we attribute to using a polynomial fit that is too low in order to capture the curvature evident in the extremely accurate data we have used.) We interpret them as being necessary to contract a \( d_G \)-dimensional phase space onto an attractor whose dimension \( d_G \) is less than \( d_G \). We an-
participate that for situations such as this it will be necessary to use all \( d_G \) Lyapunov exponents when performing calculations in the \( d_G \)-dimensional reconstructed phase space.

At this stage the procedures require several cross checks, as none alone is sure to be unambiguous. Nonetheless, the tools are present for extracting these exponents from data. The Lyapunov exponents are invariants characterizing and classifying the attractor. Furthermore, they have clear physical interest in terms of predictability of the system observed through its measured time series. Therefore, our technique provides an important item in the analysis of signals from chaotic systems. As indicated elsewhere, the constraints of Lyapunov exponents are required to assure oneself that when making predictions in chaos, the predictions are being made on the system observed. The more Lyapunov exponents one can reliably and believably determine, the more sensible the predictions one can achieve.

There are two directions that have not been explored by us in this paper which we would recommend to the reader. The first is the investigation of the ability to use these methods in the presence of short data sets. We have used only long data sets to establish the possibility of computing the local Jacobian matrices accurately. If one can also establish the dependence of the procedure on the length of the data set, that would be of some practical interest. The second is to extend the methods we have established to rational local maps of neighborhoods to each other. These are likely to have a better radius of convergence and may be useful in the investigation of the issue just mentioned about short data sets. From a computational viewpoint, rational maps are only as difficult as polynomial or Taylor expansions, being another form of least-squares problem. The main mathematical issue is the reliability of an extrapolation of the map to \( z = 0 \) where the evaluation of the required Jacobian matrix is to be made—i.e., on the fiducial orbit. Use of rational rather than polynomial maps for this would seem to have attractive virtues.

There is an interesting question that arose in the course of this work concerning the negative exponents. In some sense the negative exponents govern how orbits in the full \( d_G \)-dimensional phase space are drawn to the attractor. Our data, since we have passed all transients and deal only with stationary time series, lie entirely on the attractor. How, then, can we determine the negative exponents from data alone? The answer we have arrived at, with no pretense at rigor, in the face of the clear demonstration that one can indeed determine the negative as well as the positive exponents in many cases, rests on our assumed form of the neighborhood-to-neighborhood maps as polynomials. This implicitly assumes an analyticity of the maps in phase space which extends off the attractor, thus allowing us to learn something of phase space by continuation away from the given data. This point may merit a deeper mathematical investigation than we are prepared to provide.

Finally, we recall the possibility of using the minimum description length principle for choosing the optimum number of coefficients in a polynomial (or rational) neighborhood map. This may prove quite essential when data sets become sparse.
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